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#### Abstract

In this study, the direct meshless local Petrov-Galerkin (DMLPG) method has been employed to solve the stochastic Cahn-Hilliard-Cook and Swift-Hohenberg equations. First of all, we discretize the temporal direction by a finite difference scheme. In order to obtain a fully discrete scheme the direct meshless local collocation method is used to discretize the spatial variable and the Euler-Maruyama method is used for time discretization. The used method is a truly meshless technique. In order to illustrate the efficiency and accuracy of the explained numerical technique, we study two stochastic models with their applications in biology and engineering, i.e., the stochastic Cahn-Hilliard-Cook equation and a stochastic Swift-Hohenberg model.


## 1. Introduction

The Cahn-Hilliard equation is a robust mathematical model for describing phase separation phenomena in different engineering fields such as copolymer systems and lipid membranes. The equation is used to model binary metal alloys [1], polymers [2] as well as cell proliferation and adhesion [3]. In material science, when a binary alloy is sufficiently cooled down, we observe a partial nucleation or spinodal decomposition, i.e., the material quickly becomes inhomogeneous. In other words, after a few seconds, material coarsening will have happened [4]. The spinodal decomposition is modeled by the Cahn-Hilliard model. The Swift-Hohenberg equation is a mathematical model for scalar fields that has been mostly used as a model for the study of various issues in pattern formation including effects of noise on bifurcations, pattern selection, spatiotemporal chaos and the dynamics of defects $[5,6]$.

Both equations are fourth-order nonlinear PDEs in space and first order in time for which an analytical treatment is not possible. For the Cahn-Hilliard equation, there are different numerical methods for solving the equation such as the finite element method (FEM) [7], isogeometric finite element method [8], least squares spectral element method
[9], radial basis functions (RBF) [10] and meshless local collocation methods [11]. The finite difference technique is a popular numerical approach to solve Swift-Hohenberg equation [12,13].

Generally, we can classify the meshless approaches into the strong form, the weak form, and the local weak form. The meshless methods based on the strong form use a set of basis functions to approximate the unknown function where this case is based on the collocation method. For the strong form of meshless methods, we can mention the radial basis functions (RBFs), the radial point interpolation method (RPIM) in addition to the moving least squares (MLS) approximation. The second case of meshless methods is based on the weak form. The mentioned case is very similar to the finite element method (FEM) where the main difference is that the test and trial functions are based on the radial functions, e.g., RBFs, MLS, and other radial functions. For this class, we can mention the element-free Galerkin (EFG) technique. The last class is the local weak form method in the sense that the meshless methods based on the local weak form are truly meshless. For example, meshless local Petrov-Galerkin (MLPG) method, meshless local radial point interpolation method (RPIM), direct MLPG (DMLPG), etc.
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The MLPG method was for the first time introduced by Atluri and the co-workers [14]. This technique is based on the moving least squares (MLS) approximation. A new class of MLS approximation proposed in [15] is the so-called generalized MLS (GMLS) approximation. Also, according to the new shape functions, a new class of MLPG method that is well-known as the direct MLPG (DMLPG) technique presented in [16]. The DMLPG technique has been applied to solve problems such as heat conduction problems [17], time fractional advection-diffusion equation [18], interface problems [19], two- and three-dimensional potential models [20] and 3D Poisson equations [21], the meshless local radial point interpolation technique to solve 3D wave equations [22], meshless local boundary integral equation for boundary values problems [23], a point interpolation meshless method for solid mechanics problems [24], etc. The interested reader can also see [25] for more details on the DMLPG method.

In this paper, a direct meshless local collocation method based on the direct meshless local Petrov-Galerkin (DMLPG) method is introduced for solving stochastic Cahn-Hilliard-Cook and Swift-Hohenberg equations. The equations in the current paper have direct applications in biology. These equations have been solved by powerful techniques such as discontinuous Galerkin and finite volume methods. The main aim of the current paper is to propose a direct local collocation method for solving the stochastic Cahn-Hilliard-Cook and Swift-Hohenberg equations. The presented technique allows for simple and efficient implementation. Furthermore, another advantage of the proposed technique is that the CPU time by the present method is less than other meshless techniques, which is shown in the numerical results.

The rest of the paper is organized as follows. In Section 2, we present briefly two model equations, i.e., a stochastic Cahn-Hilliard-Cook equation and a stochastic Swift-Hohenberg equation. In Section 3, we introduce the generalized moving least square method and explain the space and time discretizations of the equations. Then, in Section 4 we present five specific test problems where in all cases the meshless technique, as well as the Euler-Maruyama method, are used to obtain the solution. Finally, the conclusions are drawn in Section 5.

## 2. The model equations

### 2.1. The stochastic Cahn-Hilliard-Cook equation

The Cahn-Hilliard (CH) equation was introduced by Cahn and Hilliard $[1,26]$. The equation has been widely used to describe phase separation phenomena in material science (binary alloys), biology (lipid membranes) and engineering (polymer solutions and blends). The equation is described as
$u_{t}=\nabla \cdot\left(M \nabla\left(-\gamma \Delta u+\Phi^{\prime}(u)\right)\right) \quad$ in $\Omega \times[0, T]$,
with the boundary conditions
$\frac{\partial u}{\partial v}=0, \quad \frac{\partial\left(-\gamma \Delta u+\Phi^{\prime}(u)\right)}{\partial v}=0 \quad$ on $\partial \Omega \times[0, T]$
and the initial condition
$u(x, 0)=u_{0}(x) \quad \forall x \in \Omega$,
where $\gamma, M \in \mathbb{R}^{+}$and $\Omega$ is the computational geometry. Furthermore, $\Phi(u)$ is one of the functions
$\Phi(u)=\frac{1}{4} u^{2}(1-u)^{2}, \quad \Phi(u)=\frac{1}{4}\left(u^{4}-2 u\right)^{2}, \quad \Phi(u)=\frac{1}{4}\left(1-u^{2}\right)^{2}$.
The solution of the equation $u$ is a rescaled density of atoms or concentration of one of the material components where, usually $u \in[-1,1]$. Also, we can mention grain growth [27], tumor growth [28], modeling of martensitic phase transformation [29], two-layer channel flow [30] as the application of the equation in applied/material science.

The Cahn-Hilliard-Cook equation presents a more realistic model including the internal thermal fluctuations. It can be derived from (1) by adding thermal noise resulting in
$\frac{d u}{d t}=M \Delta\left(\Phi^{\prime}(u)-\gamma \Delta u\right)+\sigma \xi \quad$ in $\Omega \times[0, T]$,
$\frac{\partial u}{\partial v}=0, \quad \frac{\partial \Delta u}{\partial v}=0 \quad$ on $\partial \Omega \times[0, T]$,
where $\xi$ indicates the white noise (i.e., the derivative of the $Q$-Wiener process) and $\sigma$ is the noise intensify measure. The system enables us to consider the thermal fluctuations directly in the sense of the Cahn-Hilliard-Cook (CHC) equation by a conserved noise source term. The thermal fluctuations have a substantial effect on the early stage of phase dynamics such as initial dynamics of nucleation [31]. In [32], we implemented the multilevel Monte Carlo method to solve the equation. In that paper, the authors used the finite elements for the spatial discretization and the Euler-Maruyama technique for the time direction.

### 2.2. Stochastic Swift-Hohenberg equation

Swift and Hohenberg introduced the Swift-Hohenberg equation [33] as follows
$\frac{\partial u}{\partial t}=-\mu(u)-D k^{4} u-2 D k^{2} \Delta u-D \Delta^{2} u \quad$ in $\Omega \times[0, T]$
with the boundary conditions
$\frac{\partial u}{\partial v}=0, \quad \frac{\partial\left(2 D k^{2} u+D \Delta u\right)}{\partial v}=0 \quad$ on $\partial \Omega \times[0, T]$
and the initial condition
$u(\mathbf{x}, 0)=u_{0}(\mathbf{x}) \quad \forall \mathbf{x} \in \Omega$,
where $k, D \in \mathbb{R}^{+}$. Model (6) has been recently studied by fully-discrete algorithm [34], $B$-spline functions [34], homotopy analysis method (HAM) [35], finite difference approach [12], Fourier spectral procedure [36], etc. Also, the interested reared can refer to [37-39] for more details.

The Swift-Hohenberg equation has several applications in engineering such as physics of foams, cellular materials and metallurgy [40]. In addition, the equation is used to capture the main features of the laser dynamics in so-called class A and C lasers [41]. Also, the SwiftHohenberg model is used efficiently in the pattern formation [42] and Rayleigh-Bénard convection [43].

The stochastic Swift-Hohenberg equation can be written by adding the derivative of the $Q$-Wiener process to (6) to find
$\frac{\partial u}{\partial t}=-\mu(u)-D k^{4} u-2 D k^{2} \Delta u-D \Delta^{2} u+\sigma \xi \quad$ in $\Omega \times[0, T]$,
where the same boundary and initial conditions are applied. As an example, the noise models small irregular fluctuations generated by microscopic effects in the flux of molecular collision. Therefore the stochastic equation can be considered to be a more realistic model [44].

## 3. Generalized moving least squares approximation

Let a discretization of the boundary value problem based on a set of nodes $\mathbf{X}=\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{N}\right\}$ be

$$
\begin{equation*}
\vartheta_{k}(u)=\beta_{k}, \quad 1 \leq k \leq M, \tag{10}
\end{equation*}
$$

where $\vartheta_{1}, \vartheta_{2}, \ldots, \vartheta_{M}$ are linear functionals $(M \geq N)$ and $\beta_{k}$ are constant. The meshless methods are constructed on a suitable approximation $\hat{\vartheta}_{k}$ of $\vartheta_{k}$. Thus, we have to

## find real coefficient functions $a_{j}\left(\vartheta_{k}\right)$ such that

$\vartheta_{k}(u) \approx \hat{\vartheta}_{k}(u)=\sum_{j=1}^{M} a_{j}\left(\vartheta_{k}\right) u\left(x_{j}\right), \quad 1 \leq k \leq M$.
Recently, the authors of [15] proposed a generalization of the MLS approach that it is well-known as GMLS approximation. The GMLS approximation is based on the approximation of $\vartheta(u)$ by the linear functionals $\left\{\gamma_{j}(u)\right\}_{j=1}^{N}$. Let
$\vartheta(u) \approx \hat{\vartheta}(u)=\sum_{j=1}^{N} a_{j}(\vartheta) \gamma_{j}(u)$,
where the coefficients $a_{j}$ are linear in $\vartheta$. Assume relation (12) is exact for a finite dimensional subspace of $\mathbf{P}_{m}^{d}=\operatorname{span}\left\{p_{1}, p_{2}, \ldots, p_{Q}\right\}$ where $p_{i}$ are polynomial functions. Then, we have
$\sum_{j=1}^{N} a_{j}(\vartheta) \gamma_{j}(p)=\vartheta(p) \quad \forall p \in \mathbf{P}_{m}^{d}$.
The GMLS approximation can be derived by minimizing the weighted discrete of the $L_{2}$-norm
$J(p):=\sum_{j=1}^{N}\left(\gamma_{j}(u)-\gamma_{j}(p)\right)^{2} W\left(\vartheta ; \gamma_{j}\right)$,
and thus finding
$p^{*}=\underset{p \in \mathbf{P}_{\mathbf{m}}^{\mathbf{d}}}{\operatorname{argmin}} J(p)$,
where $W\left(\lambda ; \gamma_{j}\right)$ is a weight function. Since $p \in \mathbf{P}_{m}^{d}$ we have
$p(\mathbf{x})=\sum_{i=1}^{Q} l_{i} p_{i}(\mathbf{x})$.
Because of property of the linearity of the functional $\gamma_{j}$, (16) is derived as
$\gamma_{j}(p(\mathbf{x}))=\sum_{i=1}^{Q} l_{i} \gamma_{j}\left(p_{i}(\mathbf{x})\right)=\mathbf{p}_{\gamma_{j}}^{T} \mathbf{l}$,
where
$\mathbf{p}_{\gamma_{j}}=\left[\gamma_{j}\left(p_{1}(\mathbf{x}), \gamma_{j}\left(p_{2}(\mathbf{x}), \ldots, \gamma_{j}\left(p_{Q}(\mathbf{x})\right]^{T}, \quad \mathbf{l}=\left[l_{1}, l_{2}, \ldots, l_{Q}\right]^{T}\right.\right.\right.$.
Using the above explanations, functional (14) is equal to
$J(\mathbf{p})=\sum_{j=1}^{N}\left(\gamma_{j}(u)-\mathbf{p}_{\gamma_{j}}^{T} \mathbf{l}\right)^{2} W\left(\vartheta ; \gamma_{j}\right)$.
Let
$\mathbf{Q}^{*}=(\mathbf{M}(\vartheta ; \gamma))^{-1} \mathbf{B}(\vartheta ; \gamma) \hat{\gamma}(u)$,
be the solution of problem (19) where
$\mathbf{M}(\vartheta ; \gamma)=\mathbf{P}_{\gamma} \mathbf{W}(\vartheta ; \gamma) \mathbf{P}_{\gamma}^{T}, \quad \mathbf{B}(\vartheta ; \gamma)=\mathbf{P}_{\gamma} \mathbf{W}(\vartheta ; \gamma), \quad \mathbf{P}_{\gamma}=\left[p_{\gamma_{1}}, p_{\gamma_{2}}, \ldots, p_{\gamma_{N}}\right]$,
$\mathbf{W}(\vartheta ; \gamma)=\operatorname{diag}\left[W\left(\vartheta ; \gamma_{1}\right), W\left(\vartheta ; \gamma_{2}\right), \ldots, W\left(\vartheta ; \gamma_{N}\right)\right]$,

$$
\hat{\boldsymbol{\gamma}}(u)=\left[\gamma_{1}(u), \gamma_{2}(u), \ldots, \gamma_{N}(u)\right]^{T}
$$

So, the approximation $\hat{\vartheta}(u)$ of $\vartheta(u)$ is
$\vartheta(u)=\vartheta\left(p^{*}\right)=\mathbf{p}_{\vartheta}^{T} \mathbf{Q}^{*}=\mathbf{p}_{\vartheta}^{T}(\mathbf{M}(\vartheta ; \gamma))^{-1} \mathbf{B}(\vartheta ; \gamma) \hat{\gamma}(u)$.
We use the quartic spline function as the wight function in the GMLS approximation
$W\left(\mathbf{x}-\mathbf{x}_{i}\right)= \begin{cases}1-6 r_{i}^{2}+8 r_{i}^{3}-3 r_{i}^{4}, & r_{i} \leq 1, \\ 0, & r_{i}>1,\end{cases}$
such that $r_{i}=\frac{\left\|x-x_{i}\right\|}{r_{w}}$ is the size of the support of the weight function.

### 3.1. Spatial discretization process

In order to achieve a full-discrete scheme based on the DMLPG 2, we introduce the notations
$\vartheta_{1, i}\left(U^{n}\right):=U^{n}\left(\mathbf{x}_{i}\right) \approx \tilde{U}^{n}\left(\mathbf{x}_{i}\right)=\sum_{j=1}^{N_{g}} a_{1, j}\left(\mathbf{x}_{i}\right) U^{n}\left(\mathbf{x}_{i}\right)$,
$\vartheta_{2, i}\left(U^{n}\right):=\Delta U^{n}\left(\mathbf{x}_{i}\right) \approx \tilde{\mu}_{2, i}\left(U^{n}\right)=\sum_{j=1}^{N_{g}} a_{2, j}\left(\mathbf{x}_{i}\right) U^{n}\left(\mathbf{x}_{i}\right)$.
Also, from the GMLS approximation, we have
$\mathbf{a}_{k,:}^{T}\left(\mathbf{x}_{i}\right)=\vartheta_{k, i}\left(\mathbf{p}^{T}\right) \mathbf{M}^{-1} \mathbf{B}, \quad k=1,2$,
and according to (21), we obtain
$\vartheta_{1, i}\left(\mathbf{p}^{T}\right)=\left[\begin{array}{llll}p_{1}\left(\mathbf{x}_{i}\right) & p_{2}\left(\mathbf{x}_{i}\right) & \cdots & p_{Q}\left(\mathbf{x}_{i}\right)\end{array}\right]$,
$\vartheta_{2, i}\left(\mathbf{p}^{T}\right)=\left[\Delta p_{1}\left(\mathbf{x}_{i}\right) \quad \Delta p_{2}\left(\mathbf{x}_{i}\right) \quad \ldots \quad \Delta p_{Q}\left(\mathbf{x}_{i}\right)\right]$.
Also, the boundary conditions can be applied by GMLS collocation. For example, we consider the equation
$u_{t}=\nabla \cdot\left(M \nabla\left(-\gamma \Delta u+\Phi^{\prime}(u)\right)\right)+\sigma \xi \quad$ in $\Omega \times[0, T]$,
with the boundary conditions
$\frac{\partial u}{\partial v}=0, \quad \frac{\partial\left(-\gamma \Delta u+\Phi^{\prime}(u)\right)}{\partial v}=0 \quad$ on $\partial \Omega \times[0, T]$.
By defining the new variable
$\Psi:=-\gamma \Delta u+\Phi^{\prime}(u)$,
we have
$\left\{\begin{array}{l}u_{t}=\nabla \cdot(M \Psi)+\sigma \xi, \\ \Psi=-\gamma \Delta u+\Phi^{\prime}(u)\end{array}\right.$
with the new boundary conditions
$\frac{\partial u}{\partial v}=0, \quad \frac{\partial \Psi}{\partial v}=0 \quad$ on $\partial \Omega \times[0, T]$.
Let $u^{n}=u\left(\mathbf{x}, \mathbf{t}_{\mathbf{n}}\right)$ for all $\mathbf{x} \in \boldsymbol{\Omega}$. Now, by using a finite difference scheme, Eq. (27) can be rewritten as
$\left\{\begin{array}{l}\frac{u^{n}-u^{n-1}}{\tau}=\frac{\nabla \cdot \Psi^{n}+\nabla \cdot \Psi^{n-1}}{2}+\sigma \xi, \\ \Psi^{n}=-\gamma \Delta u^{n}+\Phi^{\prime}\left(u^{n}\right),\end{array}\right.$
and then, by simplification, we have
$\left\{\begin{array}{l}u^{n}-\frac{\tau}{2} \nabla \cdot \Phi^{n}=u^{n-1}+\frac{\tau}{2} \nabla \cdot \Phi^{n-1}+\tau \sigma \xi, \\ \Psi^{n}=-\gamma \Delta u^{n}+\Phi^{\prime}\left(u^{n}\right) .\end{array}\right.$
Now, we define
$\vartheta_{1, i}\left(u^{n}\right):=u^{n}\left(\mathbf{x}_{i}\right) \approx \sum_{j=1}^{N_{g}} a_{1, j}\left(\mathbf{x}_{i}\right) u^{n}\left(\mathbf{x}_{i}\right)$,
$\vartheta_{2, i}\left(\Psi^{n}\right):=\Psi^{n}\left(\mathbf{x}_{i}\right) \approx \sum_{j=1}^{N_{g}} a_{2, j}\left(\mathbf{x}_{i}\right) \Psi^{n}\left(\mathbf{x}_{i}\right)$,
$\vartheta_{3, i}\left(u^{n}\right):=\Delta u^{n}\left(\mathbf{x}_{i}\right) \approx \sum_{j=1}^{N_{g}} a_{3, j}\left(\mathbf{x}_{i}\right) u^{n}\left(\mathbf{x}_{i}\right)$,
$\vartheta_{4, i}\left(\Psi^{n}\right):=\nabla \cdot \Psi^{n}\left(\mathbf{x}_{i}\right) \approx \sum_{j=1}^{N_{g}} a_{4, j}\left(\mathbf{x}_{i}\right) \Psi^{n}\left(\mathbf{x}_{i}\right)$,


Fig. 1. Simulation of 2D phase-fields with a solid nucleus with $\sigma=0.2$ for Example 1.

Table 1
The CPU time(s) for example 1.

| Technique/number of collocation points | 200 | 400 | 800 | 1600 |
| :--- | ---: | ---: | ---: | ---: |
| MLPG2 | 35 | 91 | 171 | 451 |
| MLPG5 | 145 | 281 | 419 | 789 |
| MLPG6 | 175 | 341 | 615 | 918 |
| DMLPG2 (Present method) | 8 | 22 | 45 | 81 |
| DMLPG5 | 24 | 51 | 103 | 252 |

where
$\mathbf{a}_{k,:}^{T}\left(\mathbf{x}_{i}\right)=\vartheta_{k, i}\left(\mathbf{p}^{T}\right) \mathbf{M}^{-1} \mathbf{B}, \quad k=1,2,3,4$.
Finally, the above relations yield the algebraic system of equations
$\mathbf{A U}^{n}=\mathbf{b}$.

## 4. Numerical simulations

In this section, in order to investigate the efficiency of the explained numerical model, several stochastic examples are given. To that end, the meshless method is applied for the space discretization where the Euler-Maruyama technique is used for the time discretization. In this paper, $h$ and $\tau=T / N$ denote the mesh size and the step size of the time variable, respectively. We carried out the numerical computations using the MATLAB 2017b program on an Intel Core i7 machine with 32 GB of memory. To check the convergence of the present numerical technique, we follow this strategy:

- Select a sufficiently small $h^{*}$ and $\tau$ and obtain the numerical solution $U_{h^{*}}^{\tau}$ using these two parameters.
- Set $h^{1}, h^{2}, \ldots$ such that $h^{*}<h^{i}$ for $i=1,2, \ldots$ and obtain the corresponding numerical solutions $U_{h^{1}}^{\tau}, U_{h^{2}}^{\tau}, \ldots$ based on $h^{1}, h^{2}, \ldots$.
- Calculate

$$
\begin{aligned}
& L_{\infty}^{h^{*}}=\max _{1 \leq j \leq M-1}\left|U_{h^{*}}^{\tau}\left(x_{j}\right)-U_{h^{i}}^{\tau}\left(x_{j}\right)\right| \\
& L_{2}^{h^{*}}=\left(\sum_{j=1}^{M-1}\left|U_{h^{*}}^{\tau}\left(x_{j}\right)-U_{h^{i}}^{\tau}\left(x_{j}\right)\right|^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

for $i=1,2, \ldots$. Note that the dimensions of $U_{h^{*}}^{\tau}$ and $U_{h^{i}}^{\tau}$ are different, but we only consider the common nodes in these solutions.

### 4.1. Example 1.

As the first example, we consider the growing nucleus with a noise term as follows
$\tau \varepsilon \frac{\partial u}{\partial t}=2 \varepsilon \gamma \Delta u-\frac{18}{\varepsilon}\left(u^{3}-3 u^{2}+u\right)-6 m u(1-u)+\sigma \xi$,


Fig. 2. Graph of energy with $\sigma=0.05$ (left) and $\sigma=0.2$ (right) for Example 2. The higher white noise effect gives rise to higher energy variation.

Table 2
A comparison between the LMK, LRBFs from Dehghan and Abbaszadeh [11] and the present method with $h^{*}=1 / 1024$ based on the reference solution and $L_{\infty}^{h^{*}}$ error for Test problem 1.

| $h$ | $1 / 8$ | $1 / 16$ | $1 / 32$ | $1 / 64$ |
| :--- | :--- | :--- | :--- | :--- |
| LMK | $2.8702 \times 10^{-1}$ | $1.0148 \times 10^{-1}$ | $7.0105 \times 10^{-2}$ | $3.5431 \times 10^{-2}$ |
| LRBFs | $1.0056 \times 10^{-1}$ | $7.5338 \times 10^{-2}$ | $4.9870 \times 10^{-2}$ | $2.4908 \times 10^{-2}$ |
| MLS-RBFs | $2.0112 \times 10^{-1}$ | $8.8125 \times 10^{-2}$ | $3.6492 \times 10^{-2}$ | $1.0104 \times 10^{-2}$ |
| MK-RBFs | $1.5101 \times 10^{-1}$ | $7.4880 \times 10^{-2}$ | $2.9908 \times 10^{-2}$ | $9.0141 \times 10^{-3}$ |
| Present method | $9.8760 \times 10^{-2}$ | $2.7746 \times 10^{-2}$ | $1.0020 \times 10^{-2}$ | $8.3072 \times 10^{-3}$ |

Table 3
A comparison between LMK, LRBFs from Dehghan and Abbaszadeh [11] and the present method with $h^{*}=1 / 1024$ based on the reference solution for test problem 2.

|  | Present method |  | LRBF-MK [11] |  |
| :--- | :--- | :--- | :--- | :--- |
| $h$ | $L_{2}^{h^{*}}$ | $L_{\infty}^{h^{*}}$ | $L_{2}^{h^{*}}$ | $L_{\infty}^{h^{*}}$ |
| $1 / 4$ | $3.0321 \times 10^{-2}$ | $1.0326 \times 10^{-2}$ | $3.5514 \times 10^{-2}$ | $1.9561 \times 10^{-2}$ |
| $1 / 8$ | $8.3014 \times 10^{-2}$ | $5.3015 \times 10^{-3}$ | $1.9879 \times 10^{-2}$ | $8.6641 \times 10^{-3}$ |
| $1 / 16$ | $4.2036 \times 10^{-3}$ | $1.9890 \times 10^{-3}$ | $9.0501 \times 10^{-3}$ | $4.2670 \times 10^{-3}$ |
| $1 / 32$ | $2.8423 \times 10^{-3}$ | $1.0012 \times 10^{-3}$ | $4.1431 \times 10^{-3}$ | $1.9879 \times 10^{-3}$ |
| $1 / 64$ | $6.3742 \times 10^{-4}$ | $3.1180 \times 10^{-4}$ | $2.7031 \times 10^{-3}$ | $9.0243 \times 10^{-4}$ |

with the periodic boundary conditions. The initial condition can be found in [11] and $m=0.25$. Then, we give a brief information of the explained model that is taken from Janssens et al. [45].

Let us consider a system with constant temperature [45] thus the Ginzburg-Landau entropy functional is [45]
$\mathcal{E}(u)=\int_{\Omega}\left(F(u)-\varepsilon a(\nabla u)+\frac{1}{\varepsilon} W(u)\right) d x$,
as for a two-phase system
$a(\nabla u)=\gamma|\nabla u|^{2}$,
where $\gamma$ can be found in [45]. In case of the potential entropy density, we have
$W(u)=\gamma u^{2}(1-u)^{2}$.
Applying the variational derivative of the entropy functional, we will get
$\tau \varepsilon \frac{\partial u}{\partial t}=\frac{\delta E(u)}{\delta u}=\frac{\partial E}{\partial u}-\nabla \cdot \frac{\partial E}{\partial(\nabla u)}$.
Afterwards, we can conclude that the equation has the form
$\tau \varepsilon \frac{\partial u}{\partial t}=2 \varepsilon \gamma \Delta u-\frac{18}{\varepsilon}\left(u^{3}-3 u^{2}+u\right)-6 m u(1-u)$.

Eq. (38) is used to model crystal growth from an undercooled pure substance [45]. Then the stochastic equation can be derived by adding the noise term.

Fig. 1 illustrates the approximation of the 2D simulation of phasefield with a solid nucleus at the bottom of the computational domain for $T=1$ (top left), $T=2$ (top right), $T=4$ (bottom left) and $T=6$ (bottom right) with $\epsilon=0.01, \tau=0.001, \sigma=0.2$ (the noise measure) and the periodic boundary condition for Example 1.

Table 1 compares the CPU time for the MLPG2, MLPG 5, MLPG6, DMLPG2, and DMLPG5 methods. The CPU time for DMLPG2, i.e., the present method is lower than the other meshless techniques. Table 2 presents a comparison between LMK, LRBFs from Dehghan and Abbaszadeh [11] and the present method with $h^{*}=1 / 1024$ based on the reference solution and the $L_{\infty}^{h^{*}}$ error for test problem 1.

### 4.2. Example 2.

The stochastic Cahn-Hilliard-Cook equation can be defined as [32]
$\frac{\partial u}{\partial t}=M \nabla^{2}\left(u^{3}-\frac{3}{2} u^{2}+\frac{1}{2} u-\varepsilon^{2} \nabla^{2} u\right)+\sigma \xi$


Fig. 3. Approximation of the solution with $\sigma=0.2$ and $\epsilon=4 h \arctan (0.9)$ for Example 2 during different times.
with the boundary conditions
$\nabla u \cdot \mathbf{n}=0, \quad \nabla\left(u^{3}-\frac{3}{2} u^{2}+\frac{1}{2} u-\varepsilon^{2} \nabla^{2} u\right) \cdot \mathbf{n}=0$.
Here, in this example, we use the initial condition
$u(x, y, 0)=0.5+0.17 \cos (\pi x) \cos (2 \pi y)+0.2 \cos (3 \pi x) \cos (\pi y)$.
Since Eq. (39) is a fourth-order equation, we apply a new variable for converting Eq. (39) to a system of two second-order PDEs. By adding the white noise to the system, we have
$\left\{\begin{array}{l}\frac{\partial u}{\partial t}=M \nabla^{2} w+\sigma \xi, \\ w=u^{3}-\frac{3}{2} u^{2}+\frac{1}{2} u-\varepsilon^{2} \nabla^{2} u,\end{array}\right.$
with the boundary conditions
$\nabla u \cdot \mathbf{n}=0, \quad \nabla w \cdot \mathbf{n}=0$,
and the initial conditions
$u(x, y, 0)=0.5+0.17 \cos (\pi x) \cos (2 \pi y)+0.2 \cos (3 \pi x) \cos (\pi y)$,
$w(x, y, 0)=u(x, y, 0)^{3}-\frac{3}{2}[u(x, y, 0)]^{2}+\frac{1}{2} u(x, y, 0)-\varepsilon^{2} \nabla^{2} u(x, y, 0)$.
Furthermore, we assume that $V(u, T)$ is a potential energy landscape which can be approximated as follows [46]
$V(u, T)=c_{1}(T) u^{2}+c_{2}(T) u^{4}$,
such that the coefficients $c_{1}$ and $c_{2}$ are connected to the precise Hamiltonian of the system [46]. We rewrite the potential as
$V=\frac{1}{4}\left(a-(b u)^{2}\right)^{2}$.

Now in order to achieve the energy functional, we combine the potential [46]
$\mathcal{F}[u(x, t)]=\int_{\Omega}\left(\frac{1}{4}\left(a-(b u)^{2}\right)^{2}+\frac{\gamma}{2}|\nabla u|^{2}\right) d x$,
where the constant $\gamma$ penalizes the phase boundaries.
The stochastic equation allows us to model the thermal fluctuation. Now we apply the RBF technique to obtain the solution of Cahn-Hilliard-Cook equation. For the time discretization, we used the semiimplicit Euler-Maruyama technique to solve the equation on [0, T]. Fig. 2 shows the graph of energy with $\sigma=0.05$ (left figure) and $\sigma=0.2$ (right figure) for Example 2. From Fig. 2, we can conclude that the energy for different values of $\sigma$, after a specified time, is stable. Fig. 3 presents the approximated solution with $\sigma=0.2$ and $\epsilon=4 h \arctan (0.9)$ using the present method based on the several values of final time for Example 2. Furthermore, Fig. 4 illustrates the graphs of approximation solution with $\sigma=0.2$ and $\epsilon=0.01$ applying the introduced technique for Example 2. From Figs. 3 and 4, we can see that the solution of this model is stable by increasing the final time. The effect of the white noise is pronounced in Fig. 4.

Table 3 shows a comparison between LMK and LRBFs from Dehghan and Abbaszadeh [11] and present methods with $h^{*}=1 / 1024$ based on the reference solution for test problem 2.


Fig. 4. Approximated solution with $\sigma=0.2$ and $\epsilon=0.01$ for Example 2 during different times.

### 4.3. Example 3.

The stochastic Swift-Hohenberg equation can be written as $\frac{\partial u}{\partial t}=-\mu(u)-D k^{4} u-\Delta\left(2 D k^{2} u+D \Delta u\right)+\sigma \xi \quad$ in $\Omega \times(0, T)$,
$\nabla\left(2 D k^{2} u+D \Delta u\right) \cdot \mathbf{n}=0$
on $\Gamma \times[0, T]$,
$\nabla u \cdot \mathbf{n}=0$
on $\Gamma \times[0, T]$,
$u(x, 0)=u_{0}(x)$
in $\bar{\Omega}$.
Let $\Omega \subset \mathbb{R}^{2}$ be the computational geometry, the free-energy functional is considered as [34]
$\mathcal{E}(u)=\int_{\Omega}\left(\Psi(u)+\frac{D}{2}\left[(\Delta u)^{2}-2 k^{2}|\nabla u|^{2}+k^{4} u^{2}\right]\right) d x$.
Here $D$ and $k$ are constant and
$\Psi(u)=-\frac{\epsilon}{2} u^{2}-\frac{g}{3} u^{3}+\frac{1}{4} u^{4}$,
where $\epsilon, g \in \mathbb{R}^{+}$. The Swift-Hohenberg equation is [34]
$\frac{\partial u}{\partial t}=-\frac{\delta \mathcal{E}}{\delta u}=\Psi^{\prime}(u)+D k^{4} u+2 D k^{2} \Delta u+D \Delta^{2} u$.

For this case, the initial condition is [34]
$u(x, y, 0)= \begin{cases}1 & x_{1}<x<x_{2}, \\ 0 & x_{2}<x, \\ 0 & x<x_{1},\end{cases}$
where
$x_{1}=\sin \left(\frac{2 \pi}{10} y\right)+15, \quad x_{2}=\cos \left(\frac{2 \pi}{10} y\right)+25$.
At first, we consider
$w=2 D k^{2} u+D \Delta u$.
Afterwards, the new problem with the white noise is
$f(x)= \begin{cases}\frac{\partial u}{\partial t}=-\mu(u)-D k^{4} u-\Delta\left(2 D k^{2} u+D \Delta u\right)+\sigma \xi & \text { in } \Omega \times(0, T) \\ w=2 D k^{2} u+D \Delta u & \text { in } \Omega \times(0, T) .\end{cases}$
with the boundary conditions
$\nabla u \cdot \mathbf{n}=0, \quad \nabla w \cdot \mathbf{n}=0 \quad$ on $\Gamma \times[0, T]$.

Fig. 5 shows the evolution of the approximated solution on [0, $40] \times[0,40]$ with $\sigma=0.2$ for Example 3 where the solution is obtained using the introduced meshless technique. Again, the effect of the white noise is tangible.


Fig. 5. Approximated solution on $\Omega=[0,40] \times[0,40]$ with $\sigma=0.2$ for Example 3 for different times.


Fig. 6. Approximated solution on $\Omega=[0,100] \times[0,100]$ with $\sigma=0.2$ for Example 4 during different time intervals.


Fig. 7. Graph of energy with $\sigma=0.05$ (left) and $\sigma=0.2$ (right) for Example 4. The higher noise increases the energy fluctuations.


Fig. 8. Time evolution of the approximation solution of (56) on domain $[0,40] \times[0,40] \times[0,40]$ using the presented meshless method for Example 5 .

### 4.4. Example 4.

As the next stochastic model, we use the stochastic Swift-Hohenberg equation [47]
$\frac{\partial u}{\partial t}=\varepsilon u-(\Delta+1)^{2} u+g u^{2}-u^{3}+\sigma \xi \quad$ in $\Omega \times(0, T)$.
Here, we added white noise to the problem and the periodic boundary conditions as well as random initial condition are used.

The approximated solution on $\Omega=[0,100] \times[0,100]$ with $\sigma=0.2$ has been depicted in Fig. 6 for Example 4 during different time intervals. The figure demonstrates the hexagonal instability dynamics as well. Also, Fig. 7 displays the graph of energy with $\sigma=0.05$ (left) and $\sigma=0.2$ (right) for the aforementioned example.

### 4.5. Example 5.

The 3D stochastic Cahn-Hilliard-Cook equation can be considered as [7]
$\left\{\begin{array}{lr}\frac{\partial u}{\partial t}=M \nabla^{2} w+\sigma \xi & \text { in } \Omega \times(0, T), \\ w=u^{3}-u-\varepsilon^{2} \nabla^{2} u & \text { in } \Omega \times(0, T)\end{array}\right.$
with no-flux boundary conditions and the following initial conditions
$\left\{\begin{array}{l}u(x, y, z, 0)=-0.003+0.006 \omega, \\ w(x, y, z, 0)=u^{3}(x, y, z, 0)-u(x, y, z, 0)-\varepsilon^{2} \nabla^{2} u(x, y, z, 0) .\end{array}\right.$
We should note that in the initial condition, $\omega$ is an array of random numbers uniformly distributed between 0 and 1. Fig. 8 illustrates the approximation solution of Eq. (56) with $\sigma=0.1, \tau=10^{-4}$ and 4000 collocation points on domain $[0,40] \times[0,40] \times[0,40]$ by applying the introduced numerical technique for Example 5 for different time intervals from $T=10$ to $T=100$.

## 5. Conclusions

The meshless techniques based on the collocation method are one of the most efficient numerical approaches to solve stochastic PDEs. The direct MLPG (DMLPG) technique is an extension of the MLPG method to reduce the CPU time. In the current investigation, the authors employed the DMLPG 2 method, i.e., the direct local meshless technique in order to solve the stochastic Cahn-Hilliard-Cook as well as stochastic Swift-Hohenberg equations. First, to achieve the semi-discrete scheme the Euler-Maruyama method applied to discretize the time variable. Afterwards, the DMLG 2 technique is used to obtain a full-discrete scheme. The proposed numerical technique is applied to the two- and threedimensional Cahn-Hilliard-Cook and stochastic Swift-Hohenberg equations. Also, we studied the effect of the noise parameter in the approximation solution and the energy graph. Finally, some numerical examples have been presented to validate the efficiency of the proposed numerical technique. The results clarify the computational capability of the developed method for the stochastic time-dependent problems.
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